
some secondary path, such as oxidative decarbox-
ylation of DHG (30).

Our proposed mechanism begins with SAM
bound at the N-terminal cluster and tyrosine bound
at the C-terminal cluster (Fig. 3, step I), with
reductive cleavage of SAM generating 5′-dA•

(Fig. 3, step II). This radical is quenched by the
abstraction of a solvent-exchangeable H atom
(see mass spectrometric data, fig. S5), consistent
with the proposal (20) that 5′-dA• abstracts the
phenolic H of free tyrosine. The resulting Tyr• rad-
ical is ligated to the C-terminal 4Fe-4S cluster
(Fig. 3, step III) and is not currently observed in
the RFQ EPR experiments. The specific coordina-
tion geometry of the Tyr• bound to the C-terminal
4Fe-4S cluster may play a direct role in direct-
ing the subsequent Ca-Cb bond cleavage along the
heterolytic pathway, concomitantly forming the
observed 4OB• and DHG ligated to the 4Fe-4S
cluster (Fig. 3, step IV). Free DHG is unstable
and rapidly hydrolyzes to produce glyoxylate and
ammonia, observed as by-products in the ThiH
reaction in the absence of the other required thi-
azole precusors (19). In the case of HydG, scis-
sion of the 4Fe-4S–bound DHG occurs to yield
Fe-bound CO and CN−, concomitant with electron
and proton transfer to 4OB• to form the p-cresol
product of the HydG reaction (Fig. 3, step V).
Given the facile interconversion between 4Fe-4S
and 3Fe-4S forms observed in proteins such as
aconitase (22, 23, 31) and ferredoxins (32), this
unique CO- and CN−-loaded Fe may then be
inserted into the assembly of the 2Fe subunit of

the H cluster. We are currently using a variety of
spectroscopy techniques to reveal further de-
tails of this fascinating metallocofactor assembly
process.
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Causes and Effects of N-Terminal
Codon Bias in Bacterial Genes
Daniel B. Goodman,1,2,3 George M. Church,1,2* Sriram Kosuri1*

Most amino acids are encoded by multiple codons, and codon choice has strong effects on protein
expression. Rare codons are enriched at the N terminus of genes in most organisms, although
the causes and effects of this bias are unclear. Here, we measure expression from >14,000 synthetic
reporters in Escherichia coli and show that using N-terminal rare codons instead of common ones
increases expression by ~14-fold (median 4-fold). We quantify how individual N-terminal codons
affect expression and show that these effects shape the sequence of natural genes. Finally, we
demonstrate that reduced RNA structure and not codon rarity itself is responsible for expression
increases. Our observations resolve controversies over the roles of N-terminal codon bias and
suggest a straightforward method for optimizing heterologous gene expression in bacteria.

Codon usage is biased in natural genes and
can strongly affect heterologous expression
(1).Manyorganisms are enriched for poorly

adapted codons at the N terminus of genes (2–5).
Several studies suggest that these codons slow
ribosomal elongation during initiation and lead to

increased translational efficiency (2, 4, 6). Most or-
ganisms also display reduced mRNA secondary
structure at the N terminus (7), and studies using syn-
thetic codon gene variants have resulted in conflict-
ing theories on which mechanisms are causal for
expression changes (7, 8). Information about the
causes and effects of codon bias has been restricted
to relations inferred from natural sequences using
genome-wide correlation (2,3,5,9,10), conservation
among species (4), or relatively small libraries of
synthetic genes with synonymous codon changes
(3, 8, 11–15). Here, we separate and quantify the
factors controlling expression at the N terminus

of genes in Escherichia coli by building and mea-
suring expression from a large synthetic library of
defined sequences.

We used array-based oligonucleotide libraries
(16) to generate 14,234 combinations of promoters,
ribosome binding sites (RBSs), and 11 N-terminal
codons in front of super-folder green fluorescent
protein (sfGFP) on a plasmid that constitutively
coexpresses mCherry (fig. S1) (17–19). The se-
quences for the N-terminal peptides correspond to
the first 11 amino acids (including the initiating
methionine) of 137 endogenous E. coli essential
genes (20) that utilize the entire codon repertoire
(fig. S2). We expressed these sfGFP fusions from
two promoters and three RBSs of varying strengths
(19). We also included the natural RBS for each en-
dogenous gene. For each combination of promoter,
RBS, and peptide sequence, we designed a set of
13 codon variants to represent a wide range of co-
don usages and secondary structure free energies
across the translation initiation region. We studied
the interactions between the 5′ untranslated re-
gion (UTR) and N-terminal codon usage because
initiation is thought to be the rate-limiting step for
translation (1), this region has been previously im-
plicated in determining most expression variation
(8), N-terminal codons are more highly conserved
(21), and rare codons are enriched at the N terminus
of natural genes and especially those that are highly
expressed (2).
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We measured DNA, RNA, and protein levels
from the entire library using a multiplex assay
(Fig. 1C and figs. S3 and S4) (19). DNA andRNA
levels were determined using DNA sequencing
(DNASeq) and RNASeq. Protein levels were de-
termined by FlowSeq; 7327 (51.5%) constructs
were within the quantitative range of our assay
[coefficient of determination (R2) = 0.955, P < 2 ×

10−16] (fig. S5). We normalized the expression
measurements across each 13-member codon var-
iant set as fold change from log-average to control
for changes in promoters, RBSs, and peptide
sequence (fig. S6).

Changing synonymous codon usage in the
11–amino acid N-terminal peptide resulted in a
mean 60-fold increase in protein abundance from

the weakest to strongest codon variant even though
>96% of the gene remained unchanged. For over
160 codon variant sets (25%of sets within range),
the difference was >100-fold. For each codon
variant set, we included sequences encoding
the most common or rare synonymous codon in
E. coli for every amino acid. The rare codon con-
structs displayed a mean 14-fold (median 4-fold)
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Fig. 2. Rare codons generally increase expression levels. (A) The
average fold change in expression is correlated with the choice of codon.
The y axis is the slope of a linear model linking codon use to expression
change. Codons are sorted left to right by increasing genomic frequency
and colored according to their relative synonymous codon usage (RSCU)
in E. coli. (P values after Bonferroni correction: *P < 0.05, **P < 0.005,
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increase in protein abundance comparedwith com-
mon codon constructs (Fig. 1A) (P < 2 × 10−16,
two-tailed t test) even though common codons
are generally thought to increase protein expres-
sion and fitness (1, 9, 22, 23).

To understandwhy rare codons cause increased
expression, we first examined several codon usage
metrics, but they could only explain <5% of ex-
pression differences (fig. S7A). New metrics that
take into account both transfer RNA (tRNA) avail-
ability and usage [normalized translational efficien-
cy (nTE)] show stronger N-terminal enrichment (4).
We calculated nTE scores for E. coli and found
that nTE scores that were similar to the tRNA
adaptation index (tAI) (R2 = 0.847, P < 2 × 10−16)
did not correlate well with N-terminal codon en-
richment in the E. coli genome (R2 = 0.107, P =
0.00654), and did not significantly correlate with
codons that increased protein expression in our
data set (R2 = 0.024, P = 0.124). Others have pro-
posed that slow ribosome progression at the N

terminus due to rare codons increases translational
efficiency (2, 13, 14). This “codon ramp” hypoth-
esis should apply primarily in the context of strong
translation, but we found that using rare codons
at the N terminus increases expression regardless
of translation strength (Fig. 1B). Finally, ribosome
occupancy profiling in E. coli has shown that
tRNA abundance does not correlate to translation
rate but that specific rare codons can create in-
ternal Shine-Dalgarno–like motifs that can alter
translational efficiency (6). We looked for an as-
sociation between the presence of internal Shine-
Dalgarno–like motifs and changes in expression,
and found it to be weak but statistically signifi-
cant (R2 = 0.002, P < 1.3 × 10−5).

We built a simple linear regression model
correlating the use of each individual synony-
mous codon with expression changes (Fig. 2A
and fig. S8). For most amino acids, we found a
link between the rarity of the codon and increased
expression (Fig. 2B). There is a strong correlation

between codons that affected expression and their
relative N-terminal enrichment in E. coli (R2 =
0.73, P < 2.3 × 10−9) (Fig. 2C). Using relative
translation efficiency instead of relative expres-
sion produced similar results (fig. S9).

Decreased GC-content correlated with increased
protein expression (R2 = 0.12, P < 2 × 10−16)
(Fig. 3A). Rare codons in E. coli are frequently
A/T-rich at the third position, and codons ending
in A/T more frequently correlate with increased
expression than synonymous codons ending in
G/C. (fig. S10). This association suggested a link
to mRNA transcript secondary structure (8), and
so we computationally predicted RNA structure
over the first 120 bases of each transcript using
NUPACK (24). We found that increased second-
ary structure was correlated with decreased ex-
pression, which explained more variation than any
other variable we measured (R2 = 0.34, P < 2 ×
10−16) (Fig. 3B). We made a similar linear regres-
sion model relating individual codon substitution
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Fig. 3. Rare codons alter expression by reducing mRNA secondary
structure. (A) Expression changes are correlated with relative changes in %GC
content. Each boxplot includes T2% of centered value. (B) Expression increases
correlate to relative increases in free energy of folding at the front of the
transcript (DDG). Each boxplot includes T2 kcal/mol of centered value. (C)
Individual codon slopes (same as Fig. 2A y axis) correlate with the DDG per
individual codon substitution. (D) After controlling for DDG with a multiple

linear regression, there is no longer any relation between individual codon
slopes and RSCU (compare with Fig. 2B). (E) The DDG versus change in tAI is
plotted for all constructs within the quantitative range. Constructs are colored by
their relative fold change in expression from the average codon variant within
the set. (F) Subsets of constructs corresponding to the shaded boxes in (E). (Left)
Points with constant codon adaptation and varied secondary structure, (right)
points with constant secondary structure and varied codon adaptation.
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to change in secondary structure free energy, rather
than expression levels, and found a strong cor-
relation between codons that decreased secondary
structure and those that increased protein expres-
sion (R2 = 0.87, P < 2 × 10−16) (Fig. 3C). In ad-
dition, codon adaptation metrics at the N terminus
correlate as well to change in secondary structure
free energy as they do to change in protein ex-
pression (fig. S7B).

We used multiple regression to control for the
secondary structure changes between codon var-
iants and found that no relation remained be-
tween N-terminal codon adaptation and increased
expression (R2 = 0.05, P = 0.197) (Fig. 3D).
Additionally, constructs with constant tAI still
show a correlation between expression and sec-
ondary structure, but constructs with constant
secondary structure have no correlation between
tAI and expression. (Fig. 3, E and F). Finally, if
secondary structure is the dominant factor, we
would expect a disproportionate enrichment of A
over T due toG-Uwobble pairing. Indeed, nucleo-
tide triplets with A at the wobble position were
more consistently correlated with expression in our
data set and with enrichment at the N terminus of
E. coli genes (fig. S11).

Kudla et al. show that local RNA structure in
the region between –4 and +38 of translation start

is most correlated with expression change (8).
Our data indicate that the region centered on +10
is most correlated with expression changes (Fig.
4 and figs. S12 to S14), which closely matches in
vitro translation studies (25). This region remained
the most correlated for the subset of constructs
with no change in total free energy of folding
across the N-terminal region (figs. S15 and S16).
Although secondary structure is known to affect
the RBS (26), when only codon usage is altered,
RNA structure after the start codon, and not at the
RBS, is the major contributor to expression dif-
ferences. A multiple linear regression model that
combines promoter and RBS choice, as well as
N-terminal secondary structure and GC content,
still explains only 54% of variation in expression
levels. Amino acid composition effects on sfGFP
folding and inadequacies in computational RNA
structure prediction could be partially responsi-
ble. However, there are likely additional effects
left to uncover, and the extent to which codon
usage beyond the N-terminal region alters gene
expression remains unresolved (8, 14).

The N terminus of genes in almost all bacteria
displays reduced secondary structure, but enrich-
ment of poorly adapted N-terminal codons is
only found in bacteria with GC content of at least
50% (3). Recent work further shows that AT-rich

codons as opposed to rare codons themselves are
preferentially selected, which implicates second-
ary structure as the driving force for N-terminal
codon selection in most bacteria (5). Despite mech-
anistic differences in translation between prokary-
otes and eukaryotes, both single- and multicell
eukaryotes also have reduced N-terminal second-
ary structure (7). For synthetic GFP templates in
yeast, secondary structure is more correlated with
expression changes than codon adaptation met-
rics (10). Here, we do not examine other factors
that might shape natural sequence, such as codon
pair bias (1, 27), cotranslational folding (4, 12, 28),
or growth conditions (11, 15). Natural genomic
sequence is often not suited to distinguish be-
tween conflicting hypotheses of how sequence
affects function; multiplexed assays of large syn-
thetic DNA libraries provide a powerful meth-
od to examine such hypotheses in a controlled
manner.
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Fig. 4. mRNA structure
downstream of start co-
don is most correlated
withreducedexpression.
Relative hybridization prob-
abilities averaged in 10-
nuclotide windows are
plotted against their cor-
relation with expression
change as a function of
position (–20 to +60 from
ATG). (Top) The best and
worst 5% of constructs—
as ranked by relative ex-
pression within a codon
variant set—are grouped
and plotted as blue and
red ribbons, respectively.
The ribbon tops and bot-
toms are one standard de-
viation from the mean,
which is shown as a solid
line. (Bottom) The P value
for linear regressions, cor-
relating hybridization prob-
abilities within each window
to expression fold change
in all constructs.
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Technologies, Wyss Institute, and an NSF Graduate Research
Fellowship to D.B.G. Data can be accessed on the National
Center for Biotechnology Information, NIH, Sequence Read
Archive (SRA) (SRP029609). pGERC reporter can be obtained
from AddGene (#47441). Accession numbers: The Project
accession at the SRA is SRP029609. The sample accession is
SRS477429. There are three experiments, one for DNA, one for

RNA, one for FlowSeq: RNA, SRX346948; DNA, SRX346944;
and FlowSeq, SRX346268.
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2000 Years of Parallel Societies in
Stone Age Central Europe
Ruth Bollongino,1* Olaf Nehlich,2,3 Michael P. Richards,2,3,4 Jörg Orschiedt,5 Mark G. Thomas,6

Christian Sell,1 Zuzana Fajkošová,1 Adam Powell,1 Joachim Burger1

Debate on the ancestry of Europeans centers on the interplay between Mesolithic foragers
and Neolithic farmers. Foragers are generally believed to have disappeared shortly after
the arrival of agriculture. To investigate the relation between foragers and farmers, we examined
Mesolithic and Neolithic samples from the Blätterhöhle site. Mesolithic mitochondrial DNA
sequences were typical of European foragers, whereas the Neolithic sample included additional
lineages that are associated with early farmers. However, isotope analyses separate the Neolithic
sample into two groups: one with an agriculturalist diet and one with a forager and freshwater
fish diet, the latter carrying mitochondrial DNA sequences typical of Mesolithic hunter-gatherers.
This indicates that the descendants of Mesolithic people maintained a foraging lifestyle in
Central Europe for more than 2000 years after the arrival of farming societies.

The Mesolithic-Neolithic transition marks a
shift from a foraging to an agricultural way
of life. It first appeared around 8500 BC

in present-day southeastern Anatolia and Syria.
About 3000 years later, this subsistence strategy
reached Central Europe through the expansion of
theNeolithicLinear Pottery culture (LBK).Whether
the first European farmers descended from hunter-
gatherers or migrated in from the Near East has
been debated extensively in the archaeological lit-
erature. Over the last decade, a number of palaeo-
genetic studies have contributed substantially to
current understanding of the Mesolithic-Neolithic
transition in Europe [(1) and references therein].
Taken together, these findings strongly support a
demic diffusion of early farmers intoCentral Europe,
most likely originating in the southeast of the con-
tinent (2). Little is known about how long hunter-
gatherers persisted in Central Europe, as there are
no unambiguous signs of their presence in the ar-
chaeological record after the Early Neolithic. In this
study, we present both ancient DNA and isotopic
data, which, when combined, provide persuasive
evidence for the prolonged coexistence of geneti-
cally distinct hunter-gatherer and farming groups
over the course of the Neolithic in Central Europe.

Ancient DNA and sulfur, nitrogen, and car-
bon isotope ratios were analyzed from bones and
teeth of 29 individuals from a burial cave site that
contained around 450 remains from both Meso-

lithic hunter-gatherers and Neolithic individuals.
TheBlätterhöhle site is situated inHagen,Germany
(3) (Fig. 1), and because of its long and narrow
geological structure, it is very likely that the
human remains were deposited deliberately. Be-
cause the layers inside the cave have been dis-
turbed by bioturbation, all samples used in this
studywere 14C dated by accelerator mass spectrom-
etry. The 14C dates reveal two occupation phases
ranging from 9210 to 8340 calibrated BCE (cal
BC) (Mesolithic) and from 3986 to 2918 cal BC
(Neolithic), respectively (4) (Table 1, table S1, and
fig. S1).

We applied both a polymerase chain reaction,
with subsequent Sanger sequencing, and a capture
next-generation sequencing approach to estab-
lish partial or complete mitochondrial genomes.
Out of 29 samples, 25 yielded reproducible mito-
chondrial hypervariable region I (HVRI) sequences
(4) (Table 1 and tables S4 and S6). Complete mito-
chondrial genomes with coverage from 3.6× up to
39.8× were obtained for one Mesolithic and five
Neolithic samples (4) (tables S4 and S6).
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Genetics, Evolution and Environment, University College London,
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Fig. 1. Geographic loca-
tion of the Blätterhöhle
cave site with schematic
representationof thedis-
tribution of relevant ar-
chaeological cultures in
Central and Northern
Europe (27).
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Causes and Effects of N-Terminal Codon Bias in Bacterial Genes
Daniel B. Goodman, George M. Church and Sriram Kosuri

originally published online September 26, 2013DOI: 10.1126/science.1241934
 (6157), 475-479.342Science 

determinant of expression differences owing to codon usage.
more common codons. Increased RNA structure downstream of translation initiation appeared to represent the major 

 genes to show that, unexpectedly, rare codons had a bigger effect on increasing protein expression thanEscherichia coli
September) built and measured the expression of a synthetic library of 14,000 variant N-terminal sequences of 137 

 (p. 475, published online 26et al.Goodman  messenger RNAs, among other factors. ′changes in the structure of 5
changes within genes can nonetheless have substantial affects on protein expression, which have been attributed to 

multiple codons can code for the same amino acid. So-called synonymous codon−−The genetic code is redundant
Exploiting Redundancy
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